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ΚΕΦΑΛΑΙΟ 2

Άλλες πλευρές των διμεταβλητών σχέσεων

Στο Κεφάλαιο 1 παρουσιάσαμε ένα σύνολο επαγωγικών διαδικασιών που σχετίζονται με τους εκτιμητές ελαχίστων τετραγώνων (LS) στο πλαίσιο των διμεταβλητών σχέσεων. Η προέλευση αυτών των διαδικασιών βασίστηκε σε δύο κρίσιμες υποθέσεις, η μία από τις οποίες αφορούσε τη μορφή της υπό συνθήκη προσδοκίας \( E(Y|X) \) και η άλλη τις στοχαστικές ιδιότητες του διαταρακτικού όρου \( u \). Οι συγκεκριμένες υποθέσεις ήταν

\[
E(Y|X) = a + \beta X \\
E(u_i) = 0 \quad \text{για κάθε } i \\
E(u_i^2) = \sigma^2 \quad \text{για κάθε } i \\
E(u_iu_j) = 0 \quad \text{για } i \neq j
\]  

(2.1)

Από την Εξ. (2.2) και την υπόθεση της σταθερής ερμηνευτικής μεταβλητής προκύπτει επίσης ότι

\[
E(X_iu_j) = X_iE(u_j) = 0 \quad \text{για κάθε } i, j
\]  

(2.2)

Αν προσθέσουμε την υπόθεση της κανονικότητας στην Εξ. (2.2) λαμβάνουμε

\[
\text{Oi } u_i \text{ είναι iid } N(0, \sigma^2)
\]  

(2.3)

που διαβάζεται ως «Οι \( u_i \) είναι ανεξάρτητα και πανομοιότυπα κατανεμημένες κανονικές μεταβλητές με μέσο όρο μηδέν και διακύμανση \( \sigma^2 \)». Η εγκυρότητα του επαγωγικών μεθόδων εξαρτάται προφανώς από την ορθότητα των υποθέσεων στις οποίες βασίζονται.

Το μεγαλύτερο μέρος του κεφαλαίου αυτού πραγματεύεται διάφορους εφικτούς επαναπροσδιορισμούς της υπόθεσης της υπό συνθήκη προσδοκίας στην Εξ. (2.1). Πρώτα θα εξετάσουμε ορισμένα από τα ζητήματα που προκύπτουν όταν ο η μεταβλητή παλαιδρόμησης (ερμηνευτική μεταβλητή) είναι ο χρόνος. Αυτό μας οδηγεί φυσιολογικά στο να εξετάσουμε τις καμπύλες στα-
θερού ρυθμού αύξησης, όπου ο λογάριθμος της εξαρτημένης μεταβλητής εκφράζεται ως γραμμική συνάρτηση του χρόνου. Στη συνέχεια εξετάζουμε περιπτώσεις όπου οι μετασχηματισμοί της εξαρτημένης και της ερμηνευτικής μεταβλητής μπορούν να είναι χρήσιμοι. Άρκετες σχέσεις που είναι μη γραμμικές στις αρχικές μεταβλητές μπορούν να γίνουν γραμμικές με τους κατάλληλους μετασχηματισμούς. Σε αυτές τις περιπτώσεις, οι απλές τεχνικές για το γραμμικό υπόδειγμα που αναπτύχθηκαν στο Κεφάλαιο 1 μπορούν να εφαρμοστούν στις μετασχηματισμένες μεταβλητές.

Στη συνέχεια εξετάζουμε το διμεταβλητό υπόδειγμα όπου η ερμηνευτική μεταβλητή είναι απλώς η υστέρηση της εξαρτημένης μεταβλητής. Αρκετές σχέσεις που είναι μη γραμμικές στις αρχικές μεταβλητές μπορούν να γίνουν γραμμικές με τους κατάλληλους μετασχηματισμούς. Σε αυτές τις περιπτώσεις, οι απλές τεχνικές για το γραμμικό υπόδειγμα που αναπτύχθηκαν στο Κεφάλαιο 1 μπορούν να εφαρμοστούν στις μετασχηματισμένες μεταβλητές.

2.1 Ο ΧΡΟΝΟΣ ΩΣ ΜΕΤΑΒΛΗΤΗ ΠΑΛΙΝΔΡΟΜΗΣΗΣ

Σε ένα διάγραμμα χρονοσειράς όπως παρουσιάζεται στο Κεφάλαιο 1, η μεταβλητή \( Y \) τοποθετείται στον κατακόρυφο άξονα και ο χρόνος στον οριζόντιο. Το διάγραμμα αυτό μπορεί, επίσης, να θεωρηθεί ως διάγραμμα διασποράς, οπότε η μόνη διαφορά σε σχέση με το συμβατικό διάγραμμα διασποράς είναι ότι η μεταβλητή \( T \) (ο χρόνος) αυξάνεται μονοτονικά κατά μία μονάδα με κάθε παρατήρηση. Πολλές οικονομικές μεταβλητές αυξάνονται ή μειώνονται με το χρόνο. Μια σχέση γραμμικής τάσης θα μπορούσε να γραφεί σύμφωνα με το υπόδειγμα

\[ Y = \alpha + \beta T + u \] (2.5)

όπου \( T \) είναι ο χρόνος. Η μεταβλητή \( T \) μπορεί να περιγραφεί με πολλούς τρόπους, αλλά κάθε περιγραφή απαιτεί να φαίνεται ως προς την οποία μετράται ο χρόνος και τη μονάδα μέτρησης. Για παράδειγμα, αν διαθέτουμε ετήσιες παρατήρησεις κάποιας μεταβλητής για τα \( n = 13 \) έτη από το 1980 έως το 1992, πιθανές εξειδικεύσεις της μεταβλητής \( T \) θα ήταν οι


\[ T = 1, 2, 3, \ldots, 13 \]

\[ T = -6, -5, -4, \ldots, 6 \]
Και στις τρεις περιπτώσεις, η μονάδα μέτρησης είναι το έτος. Οι αρχές είναι, αντίστοιχα, η έναρξη του Γρηγοριανού Ημερολογίου, το 1979 και το 1986. Το τρίτο υπόδειγμα ενδείκνυται σε υπολογισμούς μικρής κλίμακας, επειδή στην περίπτωση αυτή η \( T \) έχει μέσο όρο μιζέν, οπότε οι κανονικές εξισώσεις για να προσαρμόσουμε την Εξ. (2.5) απλοποιούνται στις

\[
 a = \bar{Y} \quad \text{και} \quad b = \bar{TY} / \bar{T^2}
\]

Πολλές εφαρμογές λογισμικού θα δημιουργήσουν μια μεταβλητή τάσης (TREND) για χρήση στην ανάλυση παλινδρόμησης. Αυτή είναι η δεύτερη περιγραφή για τον \( T \) των παραπάνω σχέσεων.

2.1.1 Καμπύλες σταθερού ρυθμού αύξησης

Αν πάρουμε τις διαφορές πρώτου βαθμού στην Εξ. (2.5), έχουμε

\[
 \Delta Y_t = \beta + (u_t - u_{t-1})
\]

Αν αγνοήσουμε τους διαταρακτικούς όρους, η σημασία της Εξ. (2.5) είναι ότι η σειρά αυξάνεται (μειώνεται) κατά μία σταθερή ποσότητα σε κάθε περίοδο. Για αύξουσα σειρά (\( \beta > 0 \)), αυτό σημαίνει φθίνοντα ρυθμό και για φθίνουσα σειρά (\( \beta < 0 \)), η περιγραφή δίνει αυξανόμενο ρυθμό μείωσης. Για σειρές στις οποίες υπάρχει σταθερός ρυθμός αύξησης, είτε θετικός είτε αρνητικός, η Εξ. (2.5) αποτελεί ακατάλληλη περιγραφή. Η κατάλληλη περιγραφή εκφράζει το λογάριθμο της σειράς ως γραμμική συνάρτηση του χρόνου. Το αποτέλεσμα αυτό μπορεί να θεωρηθεί ως εξής.

Χωρίς διαταρακτικούς όρους, μια σειρά σταθερού ρυθμού αύξησης δίνεται από την εξίσωση

\[
 Y_t = Y_0(1 + g)^t
\]

όπου \( g = (Y_t - Y_{t-1}) / Y_{t-1} \) είναι ο σταθερός αναλογικός ρυθμός αύξησης ανά περίοδο. Παίρνοντας τους λογαριθμούς και των δύο μερών της Εξ. (2.6) έχουμε 1

\[
 \ln Y_t = \alpha + \beta t
\]

όπου

\[
 \alpha = \ln Y_0 \quad \text{και} \quad \beta = \ln(1 + g)
\]

Αν υποψιαστούμε ότι μια σειρά έχει σταθερό ρυθμό αύξησης, μπορούμε να το ελέγξουμε γρήγορα σχεδιάζοντας το διάγραμμα διασποράς των λογαριθμίων της σειράς ως προς το χρόνο. Αν το

\[\footnote{1 Χρησιμοποιούμε τον όρο \ln για να εκφράσουμε το φυσικό λογάριθμο με βάση το \( e \)} \]
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dιάγραμμα είναι σχεδόν γραμμικό, τότε στην Εξ. (2.7) μπορεί να προσαρμοστεί καμπύλη με τη μέθοδο των ελαχίστων τετραγώνων, με τη χρήση παλινδρόμησης των λογαριθμών της Y ως προς το χρόνο. Στην περίπτωση αυτή, ο συντελεστής κλίσης δίνει την τιμή $\hat{g}$ ως εκτίμηση για το ρυθμό αύξησης, και συγκεκριμένα

$$b = \ln(1 + \hat{g}) \quad \text{που δίνει} \quad \hat{g} = e^b - 1$$

Ο συντελεστής $\beta$ της Εξ. (2.7) αποτελεί το συνεχές ρυθμό της μεταβολής $\partial Y_t / \partial t$, ενώ η $g$ αποτελεί το διακριτό ρυθμό. Ο σχηματισμός μιας χρονοσειράς σταθερού ρυθμού αύξησης σε συνεχή χρόνο δίνει

$$Y_t = Y_0 e^{bt} \quad \text{ή} \quad \ln Y_t = \alpha + \beta t$$

Τέλος, σημειώστε ότι, αν πάρουμε τις διαφορές πρώτου βαθμού στην Εξ. (2.7), έχουμε

$$\Delta \ln Y_t = \beta = \ln(1 + g) \equiv g$$

Συνεπώς, αν πάρουμε τις διαφορές πρώτου βαθμού των λογαριθμών έχουμε το συνεχές ρυθμό αύξησης, που με τη σειρά του είναι μια προσέγγιση του διακριτού ρυθμού αύξησης. Η προσέγγιση αυτή είναι αρκετά ακριβής μόνο για μικρές τιμές της $g$.

2.1.2 Αριθμητικό παράδειγμα

Ο Πίνακας 2.1 παρέχει στοιχεία για την παραγωγή ασφαλτούχου λιθάνθρακα στις Ηνωμένες Πολιτείες ανά δεκαετίες, από το 1841 έως το 1910. Αν απεικονίσουμε σε διάγραμμα το λογαριθμό της παραγωγής ως προς το χρόνο, προκύπτει μια γραμμική σχέση.

### ΠΙΝΑΚΑΣ 2.1

<table>
<thead>
<tr>
<th>Δεκαετία</th>
<th>Μέση ετήσια παραγωγή (σε 1000 καθαρούς τόνους)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1841–1850</td>
<td>1.837</td>
</tr>
<tr>
<td>1851–1860</td>
<td>4.868</td>
</tr>
<tr>
<td>1861–1870</td>
<td>12.411</td>
</tr>
<tr>
<td>1871–1880</td>
<td>32.617</td>
</tr>
<tr>
<td>1881–1890</td>
<td>82.770</td>
</tr>
<tr>
<td>1891–1900</td>
<td>322.958</td>
</tr>
</tbody>
</table>

Έτσι, προσαρμόζουμε μια καμπύλη σταθερού ρυθμού αύξησης και υπολογίζουμε τον ετήσιο ρυθμό αύξησης. Αφού θέσουμε ως αρχή του χρόνου το μέσο της δεκαετίας 1870 και δεχθούμε ως μονόδα χρόνον τα 10 έτη, προκύπτουν οι χρονοσειρές $\hat{t}$ που φαίνονται στον πίνακα. Από τα στοιχεία του πίνακα
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\[ a = \frac{\sum \ln Y}{n} = \frac{71.7424}{7} = 10.2489 \]

\[ b = \frac{\sum \ln Y}{\sum t^2} = \frac{24.2408}{28} = 0.8657 \]

Ο συντελεστής \( r^2 \) αυτής της παλινδρόμησης είναι 0.9945, επαληθεύοντας τη γραμμικότητα του διάγραμματος διασποράς. Ο εκτιμημένος ρυθμός αύξησης ανά δεκαετία υπολογίζεται από τη σχέση

\[ \dot{g} = e^b - 1 = 1.3768 \]

Συνεπώς, ο σταθερός ρυθμός αύξησης είναι σχεδόν 140 τοις εκατό ανά δεκαετία. Ο ετήσιος ρυθμός αύξησης (annual growth rate, agr) υπολογίζεται στη συνέχεια από τη σχέση

\[ (1 + \text{agr})^{10} = 2.3768 \]

οπού δίνει \( \text{agr} = 0.0904 \), ή μόλις περίπου τοις εκατό από 9 τοις εκατό ετησίως. Ο ισοδύναμος συνεχής ρυθμός είναι 0.0866.

Η μεταβλητή του χρόνου μπορεί να αντιμετωπιστεί ως σταθερή ανεξάρτητη μεταβλητή και, επομένως, οι επαγωγικές διαδικασίες του Κεφαλαίου 1 εφαρμόζονται σε εξισώσεις όπως οι (2.5) και (2.7).2

2.2 ΜΕΤΑΣΧΗΜΑΤΙΣΜΟΙ ΤΩΝ ΜΕΤΑΒΛΗΤΩΝ

Ο λογαριθμικός μετασχηματισμός της εξαρτημένης μεταβλητής στις μελέτες αύξησης οδηγεί φυσιολογικά στην εξέταση και άλλων μετασχηματισμών. Οι μετασχηματισμοί αυτοί μπορεί να αναφέρονται στην εξάρτημα μεταβλητή, στην ανεξάρτητη μεταβλητή, ή και στις δύο. Ο κύριος σκοπός τους είναι να επιτευχθεί ένας μετασχηματισμός γραμμικοποίησης ώστε να μπορούν να εφαρμόζονται οι απλές τεχνικές του Κεφαλαίου 1 στις κατάλληλες μετασχηματισμένες μεταβλητές και να παρακάμπτεται έτσι η ανάγκη περαιτέρω προσαρμογής σύνθετων σχέσεων.

2.2.1 Μετασχηματισμοί λογάριθμος-λογάριθμος

Η εξίσωση της αύξησης χρησιμοποιεί ένα μετασχηματισμό της εξαρτημένης μεταβλητής. Πολλές σημαντικές οικονομικές εφαρμογές χρησιμοποιούν τους λογάριθμους και των δύο μεταβλητών. Η σχετική συναρτησιακή περιγραφή είναι

\[ Y = AX^\beta \quad ή \quad \ln Y = \alpha + \beta \ln X \]  

(2.10)

όπου $\alpha = \ln A$. Η ελαστικότητα της $Y$ ως προς τη $X$ ορίζεται ως

$$\text{Ελαστικότητα} = \frac{dY}{dX} \frac{X}{Y}$$

Η παραπάνω εξίσωση μετράει την ποσοστιαία μεταβολή της $Y$ για 1 τοις εκατό μεταβολή της $X$. Αν εφαρμόσουμε την εξίσωση της ελαστικότητας στην πρώτη έκφραση της Εξ. (2.10), βλέπουμε ότι η ελαστικότητα αυτής της συνάρτησης είναι απλώς $\beta$, και η δεύτερη έκφραση της Εξ. (2.10) δείχνει ότι η κλίση της περιγραφής λογαριθμος-λογαριθμος είναι η ελαστικότητα. Συνεπώς, η Εξ. (2.10) ορίζει μια συνάρτηση σταθερής ελαστικότητας (constant elasticity function). Παράδειγμα εξειδικεύς, εμφανίζονται συχνά σε εφαρμοσμένες εργασίες, πιθανόν λόγω της απλότητάς τους και της εύκολης ερμηνείας τους, καθώς οι κλίσεις στις παλινδρομής λογαριθμος-λογαριθμος αποτελούν άμεσες εκτιμήσεις των (σταθερών) ελαστικοτήτων. Στο Σχήμα 2.1 απεικονίζονται ορισμένα τυπικά σχέδια στο επίπεδο $Y$, $X$ για διάφορα $\beta$.

**ΣΧΗΜΑ 2.1**
$Y = AX^\beta$.

### 2.2.2 Ημιλογαριθμικοί μετασχηματισμοί

Ένα τέτοιο παράδειγμα έχει παρουσιαστεί ήδη στην εξίσωση της σταθερής αύξησης. Η γενική μορφή είναι 3

3 Ο εξειδικευμένος αναγνώστης θα έχει παρατηρήσει ότι, εξετάζοντας διάφορους μετασχηματισμούς, δεν είμαστε συνετείς ως προς το διαταρακτικό όρο, που τον περιλαμβάνουμε σε ορισμένες εξισώσεις και τον παραλείπουμε από άλλες με σκοπό να απλοποιήσουμε τους μετασχηματισμούς. Η μόνη δικαιολογία γι’ αυτή την (κοινή) πρακτική είναι η άγνοια και η ευκολία. Ο αξιόπιστος Sir Julian Huxley (διακεκριμένος βιολόγος και αδελφός του συγγραφέα Aldous Huxley) περιέγραψε κάποτε το Θεό ως «προσωποποιημένο σύμβολο της αθεράπευτης άγνοιας του ανθρώπου». Ο διαταρακτικός όρος παίζει παρόμοιο ρόλο στην οικονομετρία, καθώς είναι ένα στοχαστικό
Η ισχύς αυτή χρησιμοποιείται ευρέως στα υποδείγματα ανθρώπινου κεφαλαίου, όπου η \( Y \) δη-λώνει τα εισοδήματα και η \( X \) τα έτη της εκπαίδευσης ή της πείρας.\(^4\) Από την Εξ. (2.11) έπεται ότι
\[
\frac{dY}{dX} = \beta
\]
Επομένως, η κλίση της ημιλογαριθμικής παλινδρόμησης αποτελεί εκτίμηση της ποσοστιαίας με-ταβολής της \( Y \) ανά μονάδα μεταβολής της \( X \). Μα δεν διέκοψα θετικό \( \beta \) παρουσιάζεται στο Σχήμα 2.2a. Αν αντιστρέψουμε τους άξονες, έχουμε
\[
Y = \alpha + \beta \ln X
\]
(2.12)

ΣΧΗΜΑ 2.2
Ημιλογαριθμικό υπόδειγμα.

Ένα παράδειγμα θετικού β παρουσιάζεται στο Σχήμα 2.2β. Σε μια διαστρωματική μελέτη προβ-πολογισμών των νοικοκυριών, μια τέτοια καμπύλη θα μπορούσε να εκφράζει τη σχέση μεταξύ μιας κατηγορίας δαπανών \( Y \) και του εισοδήματος \( X \). Απαιτείται ένα ορισμένο κατώφλιο εισοδή-ματος \((e^{-\alpha/\beta})\) για να γίνει οπουδήποτε δαπάνη \( y\) αυτό το αγαθό. Οι δαπάνες αυξάνουν τότε

μονοτονικά ως προς το εισόδημα, αλλά με φθίνοντα ρυθμό. Η οριακή ροπή για κατανάλωση \((\beta / X)\) για το αγαθό αυτό μειώνεται καθώς αυξάνεται το εισόδημα, και το ίδιο και η ελαστικότητα \((\beta / Y)\).

### 2.2.3 Αντίστροφοι μετασχηματισμοί

Οι αντίστροφοι μετασχηματισμοί είναι χρήσιμοι όταν προσομοιώνουμε καταστάσεις όπου υπάρχουν ασύμπτωτες για τη μία ή και τις δύο μεταβλητές. Ας θεωρήσουμε τη σχέση

\[
(Y - \alpha_1)(X - \alpha_2) = \alpha_3
\]

(2.13)

Η σχέση αυτή περιγράφει μια ορθογώνια υπερβολική καμπύλη με ασύμπτωτες στα \(Y = \alpha_1\) και \(X = \alpha_2\). Στο Σχήμα 2.3 παρουσιάζονται ορισμένα τυπικά διαγράμματα θετικών και αρνητικών \(\alpha_3\). Η Εξ. (2.13) μπορεί να γραφεί ως

\[
Y = \alpha_1 + \frac{\alpha_3}{X - \alpha_2}
\]

(2.14)

\[\text{ΣΧΗΜΑ 2.3}\]

Ορθογώνια υπερβολική καμπύλη.

Το αποτέλεσμα της πρόσθεσης ενός όρου σφάλματος στην Εξ. (2.14) και της προσπάθειας να ελαχιστοποιηθεί το αόριστο τετραγώνων των καταλόγου τεν οι καταλόγου δίνει εξίσωσης πού είναι μη γραμμικές ως προς το \(\alpha\). Στην περίπτωση αυτή, είναι αδύνατος ο γραμμικός μετασχηματισμός που θα
μας επαναφέρει στις απλές διαδικασίες του Κεφαλαίου 1. Εντούτοις, υπάρχουν δύο ειδικές περιπτώσεις της Εξ. (2.14) όπου μπορούν να εφαρμοστούν γραμμικοί μετασχηματισμοί. Αν θέσουμε το $\alpha_2$ ίσο με το μηδέν, έχουμε

$$Y = \alpha + \beta \left( \frac{1}{X} \right)$$

(2.15)

όπου $\alpha = \alpha_1$ και $\beta = \alpha_3$. Αντίθετα, άλλως, αν θέσουμε $\alpha_1$ ίσο με το μηδέν, έχουμε

$$\left( \frac{1}{Y} \right) = \alpha + \beta X$$

(2.16)

όπου $\alpha = -\alpha_2/\alpha_3$ και $\beta = 1/\alpha_3$. Σχηματικές παραστάσεις απεικονίζονται στα Σχήματα 2.4 και 2.5.

Στη μελέτη των καμπυλών Phillips, προσαρμόζονται συχνά καμπύλες του τύπου του Σχήματος 2.4a, όπου η $Y$ απεικονίζεται το ποσοστό του μισθού ή τη μεταβολή της τιμής και η $X$ το ποσοστό της ανεργίας. Η περιγραφή αυτή εμπεριέχει τη μη ρεαλιστική υπόθεση ότι η ασύμπτωτη για το ποσοστό ανεργίας είναι μηδέν. Η εναλλακτική απλοποίηση της Εξ. (2.16) επιτρέπει ένα θετικό ελάχιστο ποσοστό ανεργίας, αλλά με κόστος την επιβολή μιας ελάχιστης μηδενικής μεταβολής μισθών.

ΣΧΗΜΑ 2.4

![Σχήμα 2.4](attachment:diagram.png)

$$Y = \alpha + \beta \left( \frac{1}{X} \right)$$

5 Όπως θα δούμε παρακάτω, η εξίσωση μπορεί να προσαρμοστεί απευθείας με μη γραμμικά ελάχιστα τετράγωνα.
ΟΙΚΟΝΟΜΕΤΡΙΚΕΣ ΜΕΘΟΔΟΙ

ΣΧΗΜΑ 2.5

\[ \frac{1}{Y} = \alpha + \beta X \]

Η γενικότερη περιγραφή που απεικονίζεται στο Σχήμα 2.3α καταργεί και τους δύο περιορισμούς και επιτρέπει τη δυνατότητα ενός θετικού ελάχιστου ποσοστού ανεργίας και μιας αρνητικής μεταβολής μισθών. Το Σχήμα 2.4β μπορεί να απεικονίζει μια διαστρωματική συνάρτηση δαπανών. Απαιτείται ένα ορισμένο κατώφλι εισοδήματος για να υπάρξει οποιαδήποτε δαπάνη για γεύμα, λόγου χάρη, σε εστιατόριο, όμως αυτή η δαπάνη τείνει προς κάποιο ανώτατο όριο όπου ο δισεκατομμυριούχος δαπανά απειροελάχιστα περισσότερα από τον εκατομμυριούχο.

2.3 ΕΝΑ ΕΜΠΕΙΡΙΚΟ ΠΑΡΑΔΕΙΓΜΑ ΜΗ ΓΡΑΜΜΙΚΗΣ ΣΧΕΣΗΣ: ΠΛΗΘΩΡΙΣΜΟΣ ΚΑΙ ΑΝΕΡΓΙΑ ΣΤΙΣ ΗΠΑ

Η δημοσίευση του άρθρου «Phillips Curve» το 1958 ξεκίνησε μια νέα βιομηχανία οικονομικής ανάπτυξης, οι επαγγελματίες της οποίας αναζήτησαν (και ανακάλυψαν) καμπύλες Phillips σε διάφορες χώρες. Στο αρχικό άρθρο, ο Phillips απεικόνισε την ετήσια ποσοστιαία μεταβολή μισθών σε σχέση με το ποσοστό ανεργίας στο Ηνωμένο Βασίλειο, για την περίοδο 1861–1913. Το διάγραμμα διαστρωματικός αποκάλυψε μια αρνητική μη γραμμική σχέση, την οποία ο Phillips συνόψισε στη μορφή μιας καμπύλης γραμμής. Αξιοσημείωτο είναι ότι τα δεδομένα δύο συνεχίζονται...
νων περιόδων, 1913–1948 και 1948–1957, βρίσκονται κοντά στην καμπύλη που προέκυψε από τα δεδομένα των ετών 1861–1913. Αυτή η απλή καμπύλη του Phillips δεν άντεξε στο χρόνο και δέχθηκε τόσο θεωρητικές όσο και στατιστικές επιθέσεις και αναδιατυπώσεις. Έτσι, η απλή διμεταβλητή ανάλυση του πληθωρισμού των μισθών (ή των τιμών) και της ανεργίας δεν μπορεί πλέον να θεωρείται σωστή οικονομετρία. Εντούτοις, στο κεφάλαιο αυτό εξακολουθούμε να περιρρίζομαστε στις διμεταβλητές σχέσεις, και το επόμενο παράδειγμα θα πρέπει να αντιμετωπιστεί μόνον ως επεξήγηση των στατιστικών βημάτων που ακολουθούνται στη διαδικασία προσαρμογής μη γραμμικών σχέσεων σε δύο μεταβλητές.

Τα δεδομένα που χρησιμοποιούνται είναι ετήσια στοιχεία για τις Ηνωμένες Πολιτείες από το 1957 έως το 1970. Η μεταβλητή για τον πληθωρισμό (INF) είναι η ετήσια ποσοστιαία μεταβολή του Δείκτη Τιμών Καταναλωτή (CPI). Η μεταβλητή για την ανεργία (UNR) είναι το ποσοστό ανεργίας των πολιτών εργατών ηλικίας 16 ετών και άνω. Ο πληθωρισμός κυμαίνεται μεταξύ μιας χαμηλής τιμής 0.69 τοις εκατό το 1959 και μιας υψηλής τιμής 5.72 τοις εκατό το 1970, με μέση τιμή 2.58 τοις εκατό. Το ποσοστό ανεργίας, που έχει αυξηθεί από το 1957, ανήλθε σε ένα μέγιστο 6.7 τοις εκατό το 1961 και μειώθηκε σταθερά στη συνέχεια της δεκαετίας του 1960. Το Σχήμα 2.6α απεικονίζει το διάγραμμα διασποράς του πληθωρισμού ως προς το τρέχον ποσοστό ανεργίας. Η κλίση είναι αρνητική, αλλά το διάγραμμα έχει διασκορπισμένες τιμές. Στο Σχήμα 2.6β, ο πληθωρισμός σχεδιάζεται σε σχέση με το ποσοστό ανεργίας του προηγούμενου έτους. Δεν είναι παράλογο να υπάρξει υπερήξη στην απόκριση, καθώς απαιτείται χρόνος ώσπου η ανεργία να επηρεάσει τους μισθούς, και ακόμη περισσότερος χρόνος ώσπου οι μεταβολές των μισθών να επηρεάσουν σταθερά στις τιμές των τελικών προϊόντων. Στην περίπτωση αυτή, το διάγραμμα είναι περισσότερο συνεκτικό και υπάρχει κάποια ένδειξη μη γραμμικότητας. Το ίδιο σχήμα δείχνει την προσαρμογή μιας γραμμικής παλινδρόμησης του πληθωρισμού επί της ανεργίας με υστέρηση. Η γραμμική περιγραφή προφανώς εκφράζει ανεπαρκώς το φαινόμενο. Από τα 14 καταλύτες της παλινδρόμησης, 5 είναι θετικά και 9 αρνητικά. Τα 5 θετικά καταλύτες συμβαίνουν στις χαμηλότερες και υψηλότερες τιμές της ερμηνευτικής μεταβλητής. Κατά συνέπεια, η εξέταση των καταλύτων μπορεί να υποδηλώνει εσφαλμένη περιγραφή. Σειρές ή ακολουθίες θετικών ή αρνητικών καταλοίπων υποδηλώνουν εσφαλμένη περιγραφή.

<table>
<thead>
<tr>
<th>ΠΙΝΑΚΑΣ 2.2</th>
<th>Διάφορες παλινδρόμησες πληθωρισμού/ανεργία, 1957–1970*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ερμηνευτική μεταβλητή</td>
<td>Σταθερά</td>
</tr>
<tr>
<td>UNR</td>
<td>6.92</td>
</tr>
<tr>
<td>UNR(−1)</td>
<td>(3.82)</td>
</tr>
<tr>
<td>UNR(−1)</td>
<td>9.13</td>
</tr>
<tr>
<td>UNR(−1)</td>
<td>(9.80)</td>
</tr>
<tr>
<td>1/UNR(−1)</td>
<td>−4.48</td>
</tr>
<tr>
<td>1/UNR(−1)</td>
<td>(−6.51)</td>
</tr>
</tbody>
</table>

* Οι στατιστικές \( t \) είναι οι αριθμοί μέσα στις παρενθέσεις. SER είναι το τυπικό σφάλμα της παλινδρόμησης.
ΣΧΗΜΑ 2.6

Το Σχήμα 2.6γ δείχνει το αποτέλεσμα της προσαρμογής της αντίστροφης σχέσης

$$\text{INF} = \alpha + \gamma \left[ \frac{1}{\text{UNR}(-1)} \right] + \mu \quad (2.17)$$

Τα κατάλοιπα είναι κάπως μικρότερα σε σύγκριση με το Σχήμα 2.6β και το διάγραμμα είναι κάπως περισσότερο γραμμικό, όχι όμως απόλυτα. Στον Πίνακα 2.2 συνοψίζονται τα κύρια αποτελέσματα των παλινδρομήσεων που σχετίζονται με το Σχήμα 2.6. Επισημαίνουμε το σημαντικό άλμα του $r^2$ όταν αλλάζουμε την ερμηνευτική μεταβλητή από την τρέχουσα ανεργία στην ανερ-
γία με υστέρηση, και μια περαιτέρω αύξηση από 0.81 σε 0.90 όταν χρησιμοποιούμε τον αντίστροφο μετασχηματισμό.

Τέλος, σημειώνουμε το αποτέλεσμα της προσαρμογής της μη γραμμικής σχέσης

\[ \text{INF} = \alpha_1 + \frac{\alpha_3}{\text{UNR}(-1) - \alpha_2} + u \]  

(2.18)

Η προσαρμογή επιτυγχάνεται με μη γραμμικά ελάχιστα τετράγωνα, που είναι μια επαναληπτική διαδικασία εκτίμησης η οποία αρχίζει με κάποιες αυθαίρετες τιμές για τις άγνωστες παραμέτρους, υπολογίζει το άθροισμα τετραγώνων των καταλοίπων, κατόπιν αναζητά αλλαγές στις παραμέτρους για να μειώσει το RSS και συνεχίζει με τον ίδιο τρόπο μέχρις ότου οι διαδοχικές μεταβολές στις εκτιμώμενες παραμέτρους και στα σχετιζόμενα RSS να είναι αμελητέες. Στο τελικό στάδιο ενδέχεται να προκύψουν τυπικά σφάλματα και άλλοι στατιστικοί έλεγχοι όπως όμως θα εξηγήσουμε στη συνέχεια, τα σφάλματα αυτά έχουν τόσο μια ασυμπτωτική αιτιολόγηση και όχι τις ακριβείς ιδιότητες των μη-κρινόντων δειγμάτων. Οπότε επισημαίνουμε πιο πάνω, οι γραμμικοί μετασχηματισμοί που επιτεύχθηκαν όταν οι \( \alpha_1 \) και \( \alpha_2 \) θεωρήθηκαν ίσοι με μηδέν θέτουν θεωρητικά ακατάλληλους περιορισμούς στη σχήμα της σχέσης. Αν τεθεί \( \alpha_2 \) ίσο με μηδέν, όπως στην τρίτη παλινδρόμηση του Πίνακα 2.2, \( \alpha_1 \) ίσο με μηδέν, έχουμε μια χαμηλότερη ασύμπτωτη για το ποσοστό ανεργίας, το οποίο υποδηλώνει ότι το επίπεδο των τιμών δεν μπορεί να υποχωρήσει όσο υψηλό και αν είναι το επίπεδο της ανεργίας, που είναι επίσης αβάσιμος περιορισμός. Αν χρησιμοποιήσουμε μη γραμμική μέθοδο ελαχίστων τετραγώνων για να εκτιμήσουμε τη σχέση χωρίς αυτούς τους περιορισμούς, έχουμε

\[ \text{INF} = -0.32 + \frac{4.8882}{\text{UNR}(-1) - 2.6917} \]

με \( r^2 = 0.95 \) και Τοπικό σφάλμα παλινδρόμησης= 0.40. Η έκφραση αυτή παρέχει τη βέλτιστη προσαρμογή και το χαμηλότερο πληθωρισμό από όλες τις παλινδρόμησες. Ο σταθερός όρος, που είναι η εκτιμώμενη ασύμπτωτη για το ποσοστό του πληθωρισμού, είναι ελαφρά αρνητικός όχι όμως σημαντικό διαφορετικό από το μηδέν. Η εκτιμώμενη ασύμπτωτη για το ποσοστό ανεργίας είναι 2.69 τοις εκατό, η αντίθεση μεταξύ των ασυμπτωτών της ανεργίας κατά τη διαδικασία προσαρμογής των Εξισώσεων (2.17) και (2.18) μας υποθέτησε με εντυπωσιακό τρόπο το γεγονός ότι κάθε περιγραφή επιβάλλει όντα συγκεκριμένα σχήμα στην εκτιμώμενη σχέση. Η Εξ. (2.18) σημαίνει δραματικά αυξανόμενα ποσοστά πληθωρισμού για ποσοστά ανεργίας μόλις κατώτερα από το 3 τοις εκατό, ενώ η Εξ. (2.17) απαιτεί ποσοστά ανεργίας κατώτερα από το 1 τοις εκατό προκειμένου να δώσει παρόμοια μεγέθη πληθωρισμού. Οι προσαρμογές στις δεδομένα του δείγματος δε διαφέρουν πάρα πολύ, αλλά οι επεκτάσεις των ερμηνειών πέρα από το εύρος των στοιχείων του δείγματος μας δίνουν εντυπωσιακά διαφορετικές εικόνες.
ΟΙΚΟΝΟΜΟΣΤΡΙΚΕΣ ΜΕΘΟΔΟΙ

Η νέα έκδοση αυτού του κλασικού συγγράμματος παρέχει μια ισορροπημένη και πλήρη μελέτη της σύγχρονης θεωρίας και πρακτικής της οικονομικής, σε πυχιακού και μεταπυχιακό επίπεδο. Η εξέταση των κλασικών θεμάτων έχει συνδυαστεί προσεκτικά με νεότερες τεχνικές και τάσεις.

Το βιβλίο αποτελεί έναν πλήρη και εύχρηστο οδηγό των διαθέσιμων μέθοδων της οικονομικής, παρουσιάζοντας τις μεθόδους αυτές μέσω εφαρμογών με πραγματικά σύνολα δεδομένων.

Καλύπτονται 6 βασικοί τομείς της οικονομικής:
- Ασυμπτωτική θεωρία
- Χρονοσειρές
- Υπολογισμός υποδειγμάτων
- Γενικευμένη μέθοδος των ροπών
- Εντατικές υπολογιστικές μέθοδοι
- Μικροοικονομικότητα

Παρόλο που οι συγγραφείς του βιβλίου θεωρούν ότι ο φοιτητής πρέπει να έχει παρακολούθησε ένα βασικό πρόγραμμα σπουδών στη στατιστική, παρέχουν ένα πλήρες παράρτημα με τις βασικές αρχές της στατιστικής θεωρίας για όσους χρειάζεται να τις επαναλάβουν. Επιπλέον, έχει συμπεριληφθεί και ένα παράρτημα όπου εξετάζονται συνοπτικά όλα τα σχετικά θέματα της αλγεβράς μητρών.

Το βιβλίο συνοδεύεται από CD το οποίο περιέχει πραγματικά σύνολα δεδομένων, κάτι που επιτρέπει στον αναγνώστη να επαναλάβει τις εφαρμογές του βιβλίου, να πηγαματιστεί, και να πραγματοποιήσει τις δικές του αναλύσεις.